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1 INTRODUCTION

ABSTRACT

ALMA has observed a plethora of ring-like structures in planet-forming discs at distances of
10-100 au from their host star. Although several mechanisms have been invoked to explain
the origin of such rings, a common explanation is that they trace new-bom planets. Under the
planetary hypothesis, a natural question is how to reconcile the apparently high frequency of
gap-carving planets at 10-100 au with the paucity of Jupiter-mass planets observed around
main-sequence stars at those separations. Here, we provide an analysis of the new-born
planet population emerging from observations of gaps in discs, under the assumption that the
observed gaps are due to planets. We use a simple estimate of the planet mass based on the
gap morphology, and apply it to a sample of gaps recently obtained by us in a survey of Taurus
with ALMA. We also include additional data from recent published surveys, thus analysing
the largest gap sample to date, for a total of 48 gaps. The properties of the purported planets
occupy a distinctively different region of parameter space with respect to the known exo-planet
population, currently not accessible through planet finding methods. Thus, no discrepancy in
the mass and radius distribution of the two populations can be claimed at this stage. We
show that the mass of the inferred planets conforms to the theoretically expected trend for the
minimum planet mass needed to carve a dust gap. Finally, we estimate the separation and mass
of the putative planets after accounting for migration and accretion, for a range of evolutionary
times, finding a good match with the distribution of cold Jupiters.

Key words: accretion, accretion discs—planets and satellites: formation - protoplanetary

discs.

van Terwisga et al. 2018; Liu etal. 2019). Many theoretical models
have been proposed to explain the origin of such rings, including

The discovery of the HL Tau disc and its system of rings (ALMA
Partnership et al. 2015) has marked a new era in our understanding
of the gas and dust discs around young stellar objects. Disc
substructures appear to be commonplace, and in particular, the most
frequently observed structures are regular, almost axisymmetric
rings (Andrews et al. 2016; Isella et al. 2016; Fedele et al, 2017,
2018; Clarke et al. 2018; Dipierro et al. 2018; Hendler et al. 2018;
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dead zones (Ruge et al. 2016), condensation fronts (Zhang, Blake &
Bergin 2015), self-induced dust pile-ups (Gonzalez et al. 2015), self-
induced reconnection in magnetized disc-wind systems (Suriano
et al. 2018) or large-scale vortices (Barge et al. 2017). However,
another natural explanation is to associate the gap in the disc (o
the presence of an embedded planet (Huang et al. 2018; Long et al.
2018). This hypothesis has been tested extensively by comparing the
disc emission obtained from ALMA observations to that computed
from detailed hydrodynamical and radiative transfer simulations
(e.g. Dipierro et al. 2015; Clarke et al. 2018).
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Several questions arise, however, if one assumes a planetary
origin for gaps in dises. In particular, gaps are typically observed at
radial distances from the star of the order of 10—100 au (Zhang et al.
2016). It is therefore natural to ask how to reconcile this evidence
with the lack of Jupiter-mass planets at such distances around main-
séquence stars, as apparent from the exiensive planet-detection
campaigns of the last decade (Bowler & Nielsen 2018). In order to
understand the orbital and physical evolution of planets from birth
to adulthood, we need to compare the properties of planets around
T Tauri stars and young stellar objects to those of planets around
main-sequence stars. Such a comparison is not easy because usually
the planet properties in gapped discs are obtained through complex
and time-consuming numerical simulations, which are not feasible
for large samples, and are sensitive o several physical parameters
(dust—gas coupling, disc thermodynamics, ete.), for which specific
assumptions need to be made.

In this paper, we provide an analysis of the properties of the new-
born planet population, as implied from a sample of gaps and rings
detected in our recent survey of discs in the Taurus-Auriga star-
forming region. To this end, we use a simple prescription to relate
the observed width of the 2ap to the mass of planet assumed to he
responsible for its opening. We then relate the resulting planetary
properties o the stellar properties and to the population of known
exo-planets.

This paper is organized as follows. In Section 2, we describe the
simple method we use to give an estimate of the planet mass based
on the gap morphologies. In Section 3, we show our main results,
[n Section 4, we draw our conclusions.

2 PLANET PROPERTIES FROM DISC GAPS

Recently, Long et al. (20i8) investigated a subsample of 12
discs showing substructures within a larger sample of 32 discs in
Taurus obtained with ALMA Band 6 (at 1.3 mm) in Cycle 4 (1D:
2016.1.01164.S; PI: Herczeg). The sample selection will be fully
described by Long et al. (in preparation). Briefly, the sample was
selected from stars in Taurus with spectral types earlier than M3 and
with line-of-sight extinctions <3 mag. The selection was unbiased
to the disc mm flux and to any previously known disc structures from
mid-IR photometry; the primary bias is the exclusion of discs that
had been previously imaged with ALMA at high spatial resolution.
Some of these discs show multiple rings and gaps, providing us
with a total of 15 gaps with known morphologies (excluding four
additional discs with inner cavities). In Table 1, we provide a
summary of the gap properties relevant to this study. A more detailed
analysis can be found in Long et al. (2018).

Numerical simulations of gas and dust are the best tool to
constrain the planetary properties that reproduce a given structure
in a disc. However, such numerical simulations are very time
consuming to determine the planetary properties for our sizable
sample of discs. Instead, we use empirically determined scaling
relations between the gap properties and the planetary mass. In
particular, for low-viscosity discs (@ < 0.01), the gap width A
(defined here as the distance between the location of the brightness
minimum in the gap and the ring peak, see Long et al. 2018) is
expected to scale with the planet Hill radius

A/lp 1/3
= R, (1)
Fa (3:‘1],)

where R is the planet position (assumed here (o coincide with the
gap location), with a proportionality constant ranging from 4 to
8 depending on the disc paramelters, so that A = £Ry (Dodson-
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Robinson & Salyk 2011; Pinilla, Benisty & Birnstiel 2012: Fung &
Chiang 2016: Rosotti et al. 2016; Facchini et al. 2018). Note that
here we assume a one-to-one correspondence between a gap and
a planet, while there is the possibility that multiple planets open a
common single gap (Zhu et al. 2011) or that a single planet might
open multiple gaps (Dong et al. 2018). Finally, note that the gap
width likely depends somewhat on disc hydrodynamical properties,
such as pressure and viscosity (Pinilla et al. 2012: Fung, Shi &
Chiang 2014).

Two discs in our sample, MWC480 (Liu et al. 2019) and
CI Tau (Clarke et al. 2018), have been simulated with detailed
hydrodynamical simulations to reproduce the gap properties. MWC
480 presents a gap at ~73 au, which has been reproduced with a
2.3 My, planet in the hydro simulations of Liu et al. (2019). The
observed width of the gap in MWC 480 corresponds (o ~4.5R,,.
CI Tau presents three gaps at ~14, 48, and 120 au from the central
star. Higher resolution observations of this system were obtained
by Clarke etal. (2018), who model the three gaps with three planets
with 0.75,0.15, and 0.4 M. Tt should be noted that the gap widths
observed in Clarke et al, (2018) are not easily comparable to the
ones measured by Long et al. (2018), due to the different functional
form of the radial dust profile used and in particular due to the fact
that Clarke et al. (2018) use different inner and outer gap width,
as opposite to the symmetrical Gaussian employed in Long et al.
(2018). Despite these differences, the two outermost gaps appear to
have a comparable normalized width in the two studies, while the
innermost one is much larger in Long et al. (2018) than in Clarke
etal. (2018). This discrepancy is probably due to the limited spatial
resolution of our observations compared to Clarke et al. (2018)
(at the distance of CI Tau, 19 and 9 au, respectively) which is most
important for the innermost ring, located at ~14 au. For consistency,
in this paper we will always refer to the gap widths as measured by
Longetal. (2018), keeping in mind that the width of the innermost
gap in CI Tau might have been strongly overestimated.

The width of the two outer gaps in CI Tau corresponds to ~5 and
7 times the Hills radius of the planets used by Clarke et al. (2018)
in their modelling. Thus, in the lollowing, by averaging the results
from hydrodynamical simulations of CI Tau and MWC 480, we will
assume that the gap width A scales as

A =55Ry. (2)

We remind the reader that the relation above is related to the gap
in the dust radial profile, which may be different than the gas gap
(which we do not consider in this paper). The resulting planet masses
calculated with equation (2) for the 15 gaps in our sample are
reported in Table 1.

The stellar masses are reproduced from those adopted by Long
et al. (in preparation), obtained from a combination of dynamical
mass measurements, when available (Simon, Dutrey & Guilloteau
2000; Piétu, Dutrey & Guilloteau 2007: Guilloteau el al. 2014,
Simon etal. 2017), and otherwise by comparing literature estimates
of temperature and luminosity (o a combination of the Baraffe et al.
(2015) and nonmagnetic models of Feiden (2016), as applied by
Pascucci et al. (2016). UZ Tau E is a spectroscopic binary (e.g.
Prato et al. 2002) and therefore has a dynamical mass that is much
higher than would be expected from its spectral lype.

In the plots shown below we also include error bars on the inferred
planet masses coming from the uncertainty in the proportionality
factor, ranging from 4.5 to 7 (Rosolti et al. 2016), resulting in an
uncertainty in the inferred planet mass of the order of a faclor ~2
either side, which dominates over the uncertainty on the assumed

stellar mass.
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Table 1. Gap properties used in this study (
over gap location; (3) 2ap location with unce
(6) total dust mass from mm-flux; and (

RY Tau
UZ Tau E
— ~DS Tau

" FTTm —
MWC480

DN Tau
GO Tau
GO Tau
IQ Tau
DL Tau
DL Tau
DL Tau
CI Tau
CI Tau
CI Tau

Note that the outcome of h
and dust with embedded
and numerical parameters
gas coupling, the detailed treatmen
(locally isothermal equations of state are often used),
dimensional or three-dimensional codes, etc. All suc
imply an uncertainty in the relation between planet
of the dust gap induced by it, often difficult to quantj
we have simply assumed it to be given (see above)
between the different determination made by diffe
different codes and specific set-u
these uncertainties might be s
make the same assu
tend to overestimate the ea

thus shared between

3 RESULTS

Fig. 1 shows a comparison betw,
currently known exo-planets (em
net.eu, as of the 2018 Oct 31)and
in Long et al. (7018) (red points
DSHARF ALMA Large Progra
analysis of additional gaps in b
(2018) measured the widh!

the Long et al. (2018)

taken from Zhang et al.

shown with green points in Fig. I and are liste
the differences in estimating
consistent with those quoted

'Note that Zhang et al. (2018) defi
way than us, so that Azfunyz’f? =
outer/inner radius of the aap,
times the one obtained with our definition. Wh
have corrected their daia for this difference.

0.129 4341 + 0.13
0.115 69.05 + 0.2
0724 3393 L 543
0297 2478 01— —
0.329 7343 + 0.16
0.083 4929 + 0.44
0.239 58.91 + 0.66
0.258 86.99 + 0.88
0.171 4115 + 0.63
0.182 3929 + 032
0.166 66.95 + 0.87
0.262 88.9 + 1.1
0.987 13.92 + 0.32
0.281 48.36 + 041
0.284 118.99 + 0.65

mptions on the thermod

7) inferred planet mass.

204403

+0.08
1 '23—0.03

0.832003
i34t

21500
0871511
0.49*001
049255,
0.742501
1.02+0.02

=—0.02
1022553
L0233
091108
0.91%8%
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from Long et al. 2018). The columns indicate, respectively: (1) star name; (2) 2ap width
rtainties from Long etal. (2018); (4) stellar mass; (3) total mm-flux at 1.3 mm of source;

(L) Star name (2) AIR (3) R/au () MMy (5) Fu/mly (6) 11!dug.!,Lf;up (7) MplMyyp

210.39 0.29 0.077
129.52 0.19 0.023
22.24 0.048 5.6
89.77 0.12 0.15
267.76 0.59 1.3
88.61 0.125 0.009
54.76 0.097 0.057
54.76 0.097 0.07
64.11 0.094 0.065
170.72 0.37 0.11
170.72 0.37 0.08
170.72 0.37 0.33
142.4 0.33 15.7
1424 0.33 0.36
142.4 0.33 0.37

ydrodynamical simulations of gas
planets depends on several physical
» including assumptions on the dust—
t of the gas thermodynamics
the use of two-
h assumptions
mass and width
fy. In this paper,
by the deviation
Tent groups using
ps. although we warn that some of
ystematic (for example, most codes
ynamics, which may
p width for a given planet mass), and
all of the various simulations,

€en masses and locations of
pty circles, data from www.exopla
those inferred from the gap extents
) using equation (2). Recently, the
m data have been released, with
right protostellar discs, Zhang et al,

an

of 19 gaps, from which we calculate

h the same procedure a5 we used for
sample, with stellar and disc parame
(2018). The resulting

ters
planet masses are
d in Table 2. Despite

the planet masses, they appear (o be

which makes their g

by Zhang et al. (2018).

ne the gap width in a slight
(Rou — RinJIRoy, where Routin are the
ap size of the order of two

ly different

en using their sample, we

0.01

0.001

0.01 ; 1 10 100 1000 1o

R(au)

Figure 1. Plot of mass (y-axis) M, versus separation from the central star R
(x-axis) of the (empty circles) currently known exo-planets (retrieved from
the exoplanet.org data base) compared to those obtained from the sample in
Long et al. (2018) (red points) and Zhang et al. (2018) (green points) using
equation (2), and those collected by Bae er al. (2018) (blue points). Error
bars in the planet masses indicate the uncertainty in the proportionality
factor between gap width and planet's Hillg radius, assumed to be in the
range [4.5-7].

In addition, we also plot as blue circles the planet masses and
locations inferred from other 14 ringed discs and disc hosting
cavities (so-called transition discs), as collected by Bae, Pinilla
& Birnstiel (2018) (see their Fig. 1). For the few cases (HD163296,
Elias 24, and AS209) that are present both in the DSHARP and in
the Bae et al. (20] 8) sample, we use the planet mass obtained from
the measured gap width in DSHARP. We list the location and mass
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[able 2. Planct masses for the gaps in the DSHARP survey (Zhang et al.
Table = il RELTS = 3 i . - b !

A :1\'; The columns indicate, respectively: (1) star name; (2) gap width
e .1',1 L 10 Zhang et al. (2018); (3) gap location; and (4) inferred planet
arding Aedlls % =

acce!
[ IHESS
(1) Star name (2) Aznang/R (3) R/au () My/Myp
206 0.42 9 735
2333 0.31 99 0.74
Elias 24 - S - S 0.77
Elias 27 0.18 69 0.07
GW Lup 0.15 74 0.035
HD 142666 0.2 16 0.3
HD 143006 0.62 22 23
HD 143006 0.22 51 0.48
HD 163296 0.24 10 0.74
HD 163296 0.34 48 2.9
HD 163296 0.17 86 0.23
SR4 0.45 11 2.4
DoAr 25 0.15 98 0.07
DoAr 25 0.08 125 0.01
Elias 20 0.13 25 0.02
IM Lup 0.13 117 0.04
RU Lup 0.14 29 0.038
Sz 114 0.12 39 0.006
Sz 129 0.08 41 0.008

Table 3. Planet masses collected by Bae etal. (2018). The columns indicate,
respectively: (1) star name; (2) gap location; and (3) inferred planet mass.

(2) Rfau

(1) Star name (3) My/Myup
HL Tau 13.1 0.35
HL Tau 33 0.17
HL Tau 68.6 0.26
TW Hya 20 0.15
TW Hya 81 0.08
HD 169142 54 0.67
HD 97048 106 1.3
Lk Ca 15 36 0.47
RXJ 1615 97 0.22
GY 91 7 0.2
GY 91 40 0.2
GY 91 69 0.002
V 4046 1 0.5
PDS 70 99 5

of the planets collected by Bae et al. (2018) in Table 3. In total, we
thus have 48 pla ets inferred from the gaps in dusty discs, which is
the largest gap sample analysed to date.

The inferred planet masses from our sample and the Zhang
et al. (2018) sample are consistent with those of the Bae et al.
(2018) sample, although we caution that the method used to derive
them are significantly different: while the masses collected by Bae
etal. (2018) are mostly inferred from hydrodynamical simulations,
coupled with a dust evolution module, our estimates are based on
a simpler approach. It is interesting to note, however, that the two
approaches lead o compatible results.

The propertics of the putative planets obtained with our method
populate a region in the mass versus separation diagram that cannot
be probed by the current exo-planet surveys. We note that the
observations of planets at distances 10 au from the central star
are biased wowards large masses: at those separations planets can
be delc_czcd mostly by direct imaging or by microlensing. Recent
determinations of the occurrence rates of massive planets (M >

MNRAS 486, 133161 (2019)

2 My,p) beyond 10-20 au are in the range of a few up to 5 per cent
(Bowler & Nielsen 2018). More specifically, the 68 per cent
confidence interval is estimated to be [1.6-5.1] per cent for 2-
14 My,p planets between 8 and 400 au by Lannier et al. (2016),
[4-10] per cent for 5-20M,,, planets between [0 and 1000 au
by Meshkat et al. (2017) and [0.75-5.7] per cent for 0.5-75 Myyg
between 20 and 300 au by Vigan et al. (2017). Note, however, that
such estimates suffer from very large uncertainties, depending on
whether one uses a hot or a cold start model for the planet. For
example, Stone et al. (2018), using a cold start model, put an upper
limit to the occurrence rate of 7-10 My, planets between 5 and 50
au as high as 90 per cent for FGK stars.

For the combined sample, including the Long etal. (2018), Zhang
et al. (2018), and Bae et al. (2018) data the occurrence rate of such
massive planets is 7/48 ~ 15 per cent, which is slightly higher than
the published rates. However, note that, apart from the Long et al.
(2018) sample, the other gap detections all present strong biases to
very luminous mm sources. Furthermore, it is important to note that
these planets will naturally accrete mass and migrate to the inner
disc during their evolution, and thus change their properties, see
Section 3.1.

From the planet-disc interaction point of view, the minimum
planet-star mass ratio able to carve a dust gap depends on the
coupling between the gas and the dust, as measured by the Stokes
number

St=Q Fswops (3)

where fyop is the drag stopping time and £2 is the local Keplerian fre-
quency (Weidenschilling 1977). In particular, for strongly coupled
dust grains (with St < 1) the minimum dust gap opening planet

mass is

3
f{;ﬂ =03 (%) ; @
e

where H/R is the disc aspect ratio at the planet position, which
depends on the disc temperature (Lambrechts, Johansen & Mor-
bidelli 2014; Rosotti et al. 2016; Dipierro & Laibe 2017). If we
consider a standard irradiated disc model (Chiang & Goldreich
1997; Dullemond, van 7adelhoff & Natta 2002; Armitage 2010),

the disc aspect ratio is given by

1/4
i R (5)
};NO.OS(HMU) '

In practice, since we obtain the planet mass from the gap wrdlh.hy
anet Hill's radius, the condition

assuming that it scales with the pl
My 2 Muin implies (through equations 1—4) that
S [2.1-3.2] a (6)
R R

for strongly coupled dust, where the brackets correspond to our
chosen i:;terval in the proportionality factor in equation (1) (k =
[4.5-7]). For more loosely coupled dust grains (St 213, convc.arseiy,
a dust gap can be opened relatively more easily because V\S.C(.)US
and pressure forces are not effective in closing the gap. Cmnbl-mqg
equations (56) and (58) in Dipierro & Laibe (2017), we oblain in
this case the requirement:

A gt (7)
R~ R

Note that, for St < | the gap width cannot be smaller than the disc
thickness H.
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Figure 2. Measured gap widths versus disc aspect ratio (as estimated from
equation 5) in the Long et al. (2018) (red points) and in the Zhang et al.
(2018) (green points) samples. The two black lines indicate the range [2.1—
3.2]H/R above which the gap width is expected to lie if the dust is strongly
coupled to the gas (St K 1). THe blue line indicates the relation A = H, that
is the minimum gap width expected for dust with St ~ 1.

In Fig. 2, we plot the gap width A/R for the gaps in the two
samples of Long et al. (2018) (red points) and Zhang et al. (2018)
(green points) versus the disc aspect ratio at the gap location H/R,
as computed from equation (5). The two black lines indicate the
range [2.1-3.2]H/R above which we should expect the gap width to
lie, if the dust is strongly coupled to the gas. The blue line shows
instead the simple relation A = H, that is the minimum gap width
expected for dust with St ~ 1. As we can see, most of our points
are consistent with the dust being strongly coupled to the gas. In
a few cases the gap width appears to be somewhat smaller, which
may imply that in these systems the dust is less coupled and it is
thus easier to open up a dust gap.

Next, we check for possible correlations between the derived
planet mass and the disc dust mass, as measured from the mm flux,
assuming optically thin emission, a dust temperature of Ty,q =20 K
and a dust opa<ity® & = 2.3 (v/230 GHz)** cm® g~!. This is plotted
in Fig. 3, which shows the mass of the putative planets versus the
total dust mass in the disc (Long et al. 2018). Apart from the two
most massive planets (corresponding to the inner ring of CI Tau and
to DS Tau), the rest of our small sample appears to follow a tentative
trend. The solid line in Fig. 3 shows the best linear regression of
the data (excluding the two outliers) in the form M, o« M} 3. Note
that, of course, this plot relates the planet mass to the current dust
mass in the disc, which does not necessarily represent a proxy
for the disc mass at the time of planet formation (Nixon, King
& Pringle 2018). Moreover, inferring the value of the dust mass
from continuum observations of protoplanetary discs is still under
debate, mostly due to uncertainty in dust opacity and optical depth

2 Although note that the dust opacity values are very uncertain, as it depends
on the local size distribution and composition of dust grains, that is controlled
by grain growth and radial drift.
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Figure 3. Mass of the planets M} (y-axis) versus total dust mass in the disc
(x-axis) for the putative planets in Long et al. (2018). The solid line indicates

: ; 1.33
the linear regression of the form Mp oc Myag.

(Bergin & Williams 2018). Indeed, Manara, Morbidelli & Gui!}o[
(2018), using photometric data, have recently shown that the disc
dust masses measured from mm fluxes may be in general lower than
the mass of exo-planets (but see Mulders, Pascucci & Apai 2015 and
Pascucci et al. 2016 for a different opinion, based on Kepler planet
mass estimates), as also confirmed by spatially resolved studies
(Tazzari et al. 2017), who find dust surface density profiles below the
Minimum Mass Solar Nebula in their Lupus disc sample. This can be
explained with either a rapid formation of planetary cores (Najita &
Kenyon 2014), or a replenishment of the disc from the environment,
or a sizable fraction of circumstellar dust being captured in larger
dust agglomerations such as boulders, planetesimals, etc. Especially
for the two most massive inferred planets in our sample, it is possible
that most of the primordial disc mass might have already ended up
in planets that thus might appear to live in less massive discs than
the correlation would suggest.

In a sample of transition discs, Pinilla et al. (2018) did not find
any correlation between mm-flux and cavity size. Note that although
also in transition discs the cavity is sometimes interpreted as the
effect of the presence of a planet, here we are not concerned with
discs with cavities, but only in gaps.

Finally, in Fig. 4 we show the location of the gaps in our sample
versus the stellar masses. No clear trend can be recognized here,
indicating that, in the planet interpretation, the planet formation
region does not appear to depend strongly on the stellar mass.

3.1 The fate of planets

Due to interactions between planets and the surrounding disc
material, the properties of the putative planets inferred in gapped-
like discs around young stellar objects are expected to evolve with
time. As a result, the planets would generally migrate and accrete
mass from the surrounding disc.

In order to predict if the planets will survive to their migration
and to compare their final properties with those of currently known
exo-planets, we compute the variation of the separation and mass

78
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100

Figure 4. Scatter plot showing the gap location R (y-axis) versus the central
star mass M, (v-axis) for the putative planets in Long et al. (2018).

of the planets under consideration using prescribed migration and
accretion laws, assuming that the disc properties are fixed in time.
We assume that the planets migrate according to type I or type II
migration regime (e.g. see Papaloizou & Terquem 2006), depending
on their ability to carve a deep gap in the local gas density structure
(as opposed to the dust gaps that we know have been opened in
all of our putative planets). Starting from the initial properties of
the planets (see Tables 1-3), we assume that the gap-opening mass
My, gap in the gas disc is given by the Crida, Morbidelli & Masset
(2006) criterion, corresponding to a drop of the local gas surface
density to a factor ~10 per cent of the unperturbed value, i.e.

5

E£+50{1M, H\'_ 8)
4Ry Mygp \R) o

where « indicales the Shakura-Sunyaev turbulence parameter
(Shakura & Sunyaev 1973), assumed to be equal to 0.005 (Flaherty
et al. 2017). The value of the aspect ratio at the planet position is
obtained from equation (5). We adopt a simplistic bimodal model
for planetary migration by assuming that planets with mass smaller
(larger) than My migrate according to type I (II) regime.

The planet urbital evolution and accretion history are then
compute:t following the method of Dipierro et al. (2018) (see their
scction 4.4 for details). In particular, we assume that low-mass
Plfmels (ie. My < M, ) initially undergo a rapid growth and
migration phase (corresponding to the Type I regime, when the
piill-'lC[ is still embedded in the disc), rapidly reaching a mass and
radius given by equations (20)—(22) in Dipierro et al. (2018). Then,
e let thg planets migrate without growing in mass on the slower
viscous ime-scale of the disc:

() (%) ;

Those planets in our sample with an initially high mass (i.e. M
> My, wup) simply migrate towards the central slarbaccurding o th
l_vlpcill' regime. I_I' the planet mass is much larger than the local disc
;‘j:[“:r E}Eé‘ii mlgru(i;m 15 cxpccllcd to be further slowed down by a
MyMHTZ R, where T is the total (gas + dust) disc surface

rmig:,ll =

| 2
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Figure 5. Same as Fig. | but where the points indicate the expected final
mass and location of the putative planets inferred in Long et al. (201 8) (red),
Zhang et al. (2018) (green), and Bae et al. (2018) (blue) after 3 and 5 Myr
of planet evolution. The dashed lines indicate the range of planet Iocaliu;is
after a total time in the range [3,5] Myr. Planetary accretion and migration
lead to a redistribution of planet properties that mostly populates the branch
of cold Jupiters.

density (Ivanov, Papaloizou & Polnarev 1999). However, given that
the dust masses for our sample (see Table 1) are gencrally of the
order of the estimated planet mass, and assuming a gas-to-dust ratio
0f 100, we find that none of our planets is massive enough to be in
this modified Type II migration regime.

Fig. 5 shows the final properties (separation from the central star
and mass) of the planets in our sample. The dashed lines indicate
the range of planet locations after a total time in the range [3.5]
Myr (taken to be an estimate of the gas disc lifetime, including a
possible spread in ages and evolutionary time), compared to those
inferred from the currently known exo-planets. Initially, around half
of the planets in our sample have a mass below the one given by the
gas gap-opening criterion and therefore accrete mass and migrate
in type I regime. We find that these migrating and accreting planets
will reach the gap opening mass (equation 8) and transit into the
slow type IT migration regime well before being lost into the central
star (and thus save themselves from rapid migration), consistently
with recent findings of Crida & Bitsch (2017) and Johansen, Ida
& Brasser (2018). More massive planets (i.e. M, > M;_u,p) simply
slowly migrate towards the central star according to the type II
regime. After planetary migration and accretion, ~20 per cent of
the planets are lost into the star (we assume that a planet is lost into
the star if its separation is smaller than 0.01 au). Morcover, nearly
all of the planets in our sample reach a mass above Jupiter.

Our evolutionary model is very simplified and approximated: we
have kept the disc properties fixed during the evolution, we have
simply assumed a uniform lifetime for all the discs (neglecting also
a possible range in ages in our sample) and we have neglected
possible modifications to the migration laws (e.g. Ivanov et al.

1999; Diirmann & Kley 2015). However, it is interesting to note
that the final distribution of the planets is consistent with the known
properties of the exo-planet population, especially those placed in
the branch of cold Jupiters.
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Since the planetary growth and migration are closely linked to the
disc evolution, a proper investigation should take into account the
underlying evolution of the dynamical and thermal structure of the
gas and dust content in protoplanetary discs, along with the possible
presence of mechanisms acting to slow-down (or even reverse)
the inward planet migration such as photoevaporation (Matsuyama,
Johnstone & Murray 2003; Alexander & Pascucci 2012), migration

=in a multiple planet system (Martin et al.-2007), disc migration

feedback (Fung & Lee 2018), sublimation lines, shadowed regions

and heat transition barriers (e.g. Bitsch et al. 2015; Baillié, Charnoz
& Pantin 2016; Johansen et al. 2018; Ndugu, Bitsch & Jurua 2018),
and even further migration occurring by planet—planet interaction
after the disc is dispersed.

4 CONCLUSIONS

In this paper, we have analysed the sample of rings and gaps
observed to date in protoplanetary discs to infer the properties of
the population of planets that might have been able to carve the
observed gaps. Our analysis inciudes the recent detections of gaps
in discs in the Taurus star-forming region by Long et al. (2018),
along with the recent observations in the DSHARP ALMA Large
Program analysed by Zhang et al. (2018) and the additional sample
of gaps collected by Bae et al. (2018). For those discs where a proper
hydrodynamical modelling was not carried out to infer the planet
properties, we estimate the putative planet masses assuming that
the gap width is proportional to the planet Hill’s radius. We then
describe some possible correlations of the putative planet properties
with the other system parameters.

The most important conclusion of our work is that there appears
to be no discrepancy between the possibility that embedded planets
are responsible for carving gaps in discs around young stars and the
lack of detections at similar locations by dedicated planet searches.
First, we find that the locations and masses of the planets around
these young stars occupy a distinct region in the planet mass versus
semimajor axis plane that is presently not probed by planet detection
campaigns (around both young, T Tauri stars and older, main-
sequence stars). The high frequency of gaps observed in planet
forming discs has sometimes been interpreted as evidence against
a planet induced model for gap formation, based on the fact that
planet detection campaigns do not observe massive planets at tens of
au very frequently. Our analysis, however, shows that if the planets
remain at the lower end of the masses required to create gaps then
they would be, as yet, undetectable by campaigns searching at these
distances.

The numbes of gaps in the sample of Long et al. (2018) (which
is the least biased sample of gaps in discs available so far) is 15
out of 32 targets. Taking into account the fraction of disc hosting
stars in Taurus, which is 0.75 (Luhman et al. 2010), this leads
1o an occurrence rate of gaps around young stars of 35 per cent.
Fernandes et al. (2019) have compared favourably this number with
their estimate of the number of giant planets (with masses in the
[0.1-20] M), range and semimajor axis in the [0.1-100] au range),
which is 26.6 per cent. A similar occurrence rate from RV surveys
has also been published by Cumming et al. (2008), who estimate
a value of 17-20 per cent for giant planets (above Saturn mass)
within 20 au. However, one must remember that the occurrence
rates of giant planets from RV surveys or direct imaging should not
be directly compared with the occurrence rates of gaps, because
planets migrate and accrete mass during the disc evolution.

Motivated by this, we further explore the final properties of the
planets in our sample by using a simple prescription of planetary
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migration and accretion (Dipierro et al. 2018). After 3-5 Myr
of planetary evolution, we find that the final properties of the
planets approach the branch of cold Jupiters in the current observed
distribution of exoplanets. Thus, planetary migration and accretion
provide a second explanation for the lack of detected planets at large
distances around older, main-sequence stars.

After planetary migration and accretion, ~20 per cent of the

. planets are lost into the star. However, for the subsample including

only Long et al. (2018) discs, only one planet is lost and the final
number of surviving planets is 14, most of them having masses
above Jupiter. In total, thus, the occurrence rate of Jupiter mass
planets in our model is 33 per cent. As mentioned above, Fernandes
etal. (2019) estimate a value of 26.6 per cent for the occurrence rate
of giants (with masses above 0.1 Miyp), but this number is reduced
to only 6 per cent for Jupiter mass planets, according to Fernandes
et al. (2019). This interesting fact can be explained in several
different ways. First, we note that our estimates are certainly affected
with low-number statistic uncertainties, and future, unbiased larger
surveys should improve in this respect. Secondly, it is worth noting
that planet detection campaigns concentrate on Solar type stars,
while this is not the case for the disc surveys, which include a
wider range of stellar types. Thirdly, our planetary accretion model
probably overestimates the amount of accreted mass. Indeed, we
assume an isothermal equation of state to compute the accretion
rate (Dipierro et al. 2018), which is the maximum accretion rate
allowed (Ayliffe & Bate 2009; Szuldgyi 2015; Szuldgyi et al. 2016;
Lambrechts & Lega 2017). Certainly, this kind of comparison can
put interesting constraints on accretion and migration models.

Estimating the presence of a planet based on the gap it carves in
the protoplanetary disc naturally has a bias in that very low mass
planets do not induce gaps. Such a bias can be quantified using
known relationships between the minimum gap opening planet mass
(and thus the minimum expected gap width) and the disc aspect
ratio. Our results show that the measured gap widths are generally
larger than a few times the disc thickness H, which is consistent with
predictions for planet gap opening for a dust population strongly
coupled to the gas. In a few cases, the gap width is comparable to
H, which might imply that the dust—-gas coupling in these systems
is lower. However, these gaps are still consistent with St > 1 for
the mm-sized grains, as required for them to remain at their current
location and not undergo rapid inward drift. In no cases do we find
gap widths smaller than H, which strongly supports our hypothesis
that the observed gaps are opened by planets.

Despite uncertainties coming from the small size of our sample
(and by the presence of a couple of outliers), we suggest that
there could be a correlation between planet mass and disc mass,
as inferred from the disc mm flux, supporting the notion that more
massive discs tend to produce more massive planets. However, note
that a similar correlation between mm flux and cavity size was not
found for the larger cavities (as opposed to the gaps discussed
here) around transition discs, analysed by Pinilla et al. (2018).
No correlation is instead found between the location of the gaps
and the stellar mass, possibly indicating that the planet formation
region does not appear to depend strongly on stellar mass, although
a:(__vain note that this might be affected by the relatively small sample
size.

Upcoming surveys of discs will certainly add more data points to
our currently small sample and further refine or reject our findings.
Importantly, theoretical models have developed to the point of
making a priori predictions for exo-planet demographics. In general,
analyses such as ours, once the samples are more complete, will be
needed to relate the properties of newborn planets with the ‘adult’
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population coming from planet detection campaigns around

planct L ]
{ars. thus posing important constraints on the early

main-scquence s
evolution of plancts in their discs.
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Measurement of matter-antimatter differences in
beauty baryon decays

" The LHCb collaboration"

Differences in the behaviour of matter and antimatter have been observed in K and B meson decays, but not yet in any
baryon decay. Such differences are associated with the non-invariance of fundamental interactions under the combined charge-
conjugation and parity transformations, known as CP violation. Here, using data from the LHCb experiment at the Large Hadron

Collider, we search for CP-violating asymmetries in the decay angle distributions of A baryons decaying to pr~x

*x~ and

pr~K*K™ final states. These four-body hadronic decays are a promising place to search for sources of CP violation both
within and beyond the standard model of particle physics. We find evidence for CP violation in A to pr ~w ¥z~ decays with a
statistical significance correspending to 3.3 standard deviations including systematic uncertainties. This represents the first

evidence for CP violation in the baryon sector.

violation of the CP symmetry (CPV), where C and P are the

charge-conjugation and parity operators. CP violation is ac-
commodated in the standard model (SM) of particle physics by the
Cabibbo-Kobayashi-Maskawa (CKM) mechanism that describes
the transitions between up- and down-type quarks'?, in which quark
decays proceed by the emission of a virtual W boson and where the
phases of the couplings change sign between quarks and antiquarks.
However, the amount of CPV predicted by the CKM mechanism
is not sufficient to explain our matter-dominated Universe** and
other sources of CPV are expected to exist. The initial discovery
of CPV was in neutral K meson decays’, and more recently it has
been observed in B® (refs 6,7), B (refs 8~11), and B’ (ref. 12) meson
decays, but it has never been observed in the decays of any baryon.
Decays of the A} (bud) baryon to final states consisting of hadrons
with no charm quarks are predicted to have non-negligible CP
asymmetries in the SM, as large as 20% for certain three-body decay
modes”, It is important to measure the size and nature of these
CP asymmetries in as many decay modes as possible, to determine
whether they are consistent with the CKM mechanism or, if not,
what extensions to the SM would be required to explain them'"".

The decay processes studied in this article, A} — pz~ 7w *m~
and A? — pr~K'K~, are mediated by the weak interaction and
governed mainly by two amplitudes, expected to be of similar
magnitude, from different diagrams describing quark-level b —
uiid transitions, as shown in Fig. 1. Throughout this paper the
inclusion of charge-conjugate reactions is implied, unless otherwise
indicated. CPV could arise from the interference of two amplitudes
with relative phases that differ between partg)e and antiparticle
decays, leading to differences in the A} and A, decay rates. The
main source of this effect in the SM would be the large relative phase
(referred to as a in the literature) between the product of the CKM
matrix elements V,, v, and V,, V3, which are presentin the different
diagrams depicted in Fig, 1. Parity violation (PV) is also expected in
weak interactions, but has never been observed in A decays.

To search for CP-violating effects one needs to measure CP-
odd observables, which can be done by studying asymmetries
in the T operator. This is a unitary operator that reverses both
the momentum and spin three-vectors'"®, and is different from
the antiunitary time-reversal operator T'** that also exchanges

—I'- he asymmetry between matter and antimatter is related to the

initial and final states. A non-zero CP-odd observable implies CP
violation, and similar considerations apply to P-odd observables
and parity violation®. Furthermore, different values of P-odd
observables for a decay and its charge conjugate would imply CPV.
In this paper, scalar triple products of final-state particle momenta
in the A} centre-of-mass frame are studied to search for P- and CP-
violating effects in four-body decays. These are defined as Cz =p, -
(py- X p,+) for Aj and Cz =p;* (p,+ X p,;) for AB’ where h, and
h, are final-state hadrons: iy =7 and h, =K for A} — pr~K*K~
and h, =h, = for A) — pr~m*x". In the latter case there is an
inherent ambiguity in the choice of the pion for ki, that is resolved by
taking that with the larger momentum in the A} rest frame, referred
to as g The following asymmetries may then be defined™*:

N(Cz>0)—N(C;<0)
A3(C3) = 1
#(C) N(C7>0)+N(Cs <0) ()

(T ﬁN{—Cf>O)fﬁ(—6?<0)
it T>AN(*Cf>O)+J_\7(—é?<0)

where N and N are the numbers of A) and T; decays. These
asymmetries are P-odd and T-odd and so change sign under P or
T transformations, that is, Az (C;) = —Az (—C5) or A7 (CF) =
—Az (—C#). The P- and CP-violating observables are defined as

T-odd __
a =

: (Ar—7r) ©)

[

(47 +7A7), o=

B

and a significant deviation from zero would signal PV or
CPV, respectively.

Searches for CPV with triple-product asymmetries are
particularly suited to A} four-body decays to hadrons with no
charm quark® thanks to the rich resonant substructure, dominated
by A(1232)*" — prT and p(770)° — m*m~ resonances in t.he
A — pr~m*x~ final state. The observable aj;’" is sensitive
to the interference of T-even and T-odd amplitudes with
different CP-odd (‘weak’) phases. Unlike the overall asymmetry
in the decay rate that is sensitive to the interference of T-even

amplitudes, al;*! does not require a non-vanishing difference

T A full list of authors and affiliations appears at the end of the paper.
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Figure 1| Dominant Feynman diagrams for Ag — pr~xtn™ and Abo — pr~KTK™ transitions. The two diagrams show the transitions that contribute
most strongly to Ag —pr~atx" and AbD — pr TKTK™ decays. In both cases, a pairof 1 ¥~ (KTK ) is produced by gluon emission from the light
quarks (u,d). The difference is in the b quark decay that happens on the left through a virtual W™ boson emission (‘tree diagram’) and on the right as a
virtual W™ boson emission and absorption together with a gluon emission (loop diagram’). The magnitudes of the two amplitudes are expected to be
comparable, and each is proportional to the product of the CKM matrix elements involved, which are shown in the figure.
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Figure 2 | Reconstructed invariant mass fits used to extract the signal yields. The invariant mass distributions for (a) Az'.g — pr~xTx~ and (b)
Ag — pr KTK™ decays are shown. A fit is overlaid on top of the data paints, with solid and dotted lines describing the projections of the tit results for
each of the components described in the text and listed in the legend. Uncertainties on the data points are statistical only and represent one standard

deviations, calculated assuming Poisson-distributed entries.

in the CP-invariant (‘strong’) phase between the contributing
amplitudes'”. The observables Az, A, al ™ and al" are, by
construction, largely insensitive to particle-antiparticle production
asymmetries and detector-induced charge asymmetries™,

This article describes measurements of the CP- and P-violating
asymmetries introduced in equation (3) in A} — pz~xt7~ and
A} — pr~K'K™ decays. The asymmetries are measured first for
the entire phase space of the decay, integrating over all possible
final-state configurations, and then in different regions of phase
space 50 as to enhance sensitivity to localized CPV. The analysis
is performed using proton-proton collision data collected by the
LHCD detector, corresponding to 3.0 fb™" of integrated luminosity
at centre-of-mass energies of 7 and 8 TeV, and exploits the copious
production of A} baryons at the LHC, which constitutes around 20%
of all & hadrons produced”. Control samples of A} — pK~ 7t~
and A} — ATm™ decays, with AT decaying to pK~ 7", pr~x*,
and pK~K* final states, are used to optimize the event selection
and study systematic effects; the most abundant control sample
consists of A) = AT (pK~ )7~ decays mediated by b— ¢ quark
transitions in which no CPV is expected™. To avoid introducing
biases in the results, all aspects of the analysis, including the
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selection, phase space regions, and procedure used to determine
the statistical significance of the results, were fixed before the data
were examined.

The LHCD detector™ is designed to collect data of b-hadron
decays produced from proton-proton collisions at the Large
Hadron Collider. It instruments a region around the proton beam
axis, covering the polar angles between 10 and 250 mrad, where
approximately 24% of the b-hadron decays occur!. The detector
includes a high-precision tracking system with a dipole magnet,
providing measurements of the momentum and decay vertex
position of particle decays. Different types of charged particles are
distinguished using information from two ring-imaging Cherenkov
detectors, a calorimeter and a muon system. Simulated samples of
Ay signal modes and control samples are used in this analysis to
verify the experimental method and to study certain systematic
effects. These simulated events model the experimental conditions
in detail, including the proton-proton collision, the decays of the
particles, and the response of the detector. The software used is
described in refs 32-38. The online event selection is performed by a
trigger system that takes fast decisions about which events to record.
It consists of a hardware stage, based on information from the
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Table 1] Definition of binning scheme A for the decay mode Al = prtmT.
Phase space bin m(prt) mpr ) m(x ¥, mortr,) 15
1 (1.07,1.23) ©,3)
2 (1.07,1.23) (25
3 (1.23,135) 0. %)
4 (1.23,1.35) o By
5 e (135,534) . (1.07,2.00) m(r s, <078 or mx* ) <078 i
S (1.35,5.34) ' (1.07,2.00) mirtrg,,) <0780r m(xtwg,) <078 (%,i)
7 035538 (107,200 mix+ag,) > 078 and m(x + i) > 078 03
8 (1.35,5.34) (1.07,2.00) m(xtn ) >078and m(r T ry) > 078 (.m0
9 (1.35,5.34) (2.00,4.00) m(r¥ o) <0.78 or m(z¥ ) <078 .H
10 (1.35,5.34) (2.00,4.00) mix ) <0.78 or mlx ¥ ) <078 (2,7
n _(1.35,534) (2,00, 4.00) et g,) > 0.78 and m(x i) > 0.78 0, %)
12 (1.35,5.34) (2.00,4.00) mix ) > 078 and m(r o) > 078 1,7
Binning scheme A is defined to exploit interference patterns arising from the resonant structure of the decay. 8ins 1-4 facus on the region dominated by the 3(1232)"7 — pr* resanance. The other
eight bins are fjeﬁr_aed.tu study regions where pr ™ resonances are present (5-8) on either side of the p(770)° — 771~ resonances (5-12). Further splitting for || lower or greater than 7/2is done to
reduce potential dilution of asymmetries, as suggested in ref. 19. Masses are in units of GeV/c.
calorimeter and muon systems, followed by a software stage, which consist mainly of A2 —> pK-x*x~ and B’ — Krm~m ™" decays
applies a full event reconstruction. The software trigger requires  for the Al —pratr” sample and of similar final states for the
A candidates to be consistent with a b-hadron decay topology, A, — pr~KTK™ sample, as shown in Fig. 2. The yields of these
with tracks originating from a secondary vertex detached from the  contributions are obtained from fits to data reconstructed under the
primary pp collision point. The mean A) lifetime is 1.5ps (ref. 39), appropriate mass hypotheses for the final-state particles. The signal
which corresponds to a typical flight distance of a few millimetresin  yields of A} — pr~x*x~ and A — pr”KTK™ are 6,646 +105
the LHCb. and 1,030 == 56, respectively. This is the first observation of these
The A) — pm~hTh™ candidates are formed by combining tracks decay modes.
identified as protons, pions, or kaons that originate from a common Sign;}l_ocandidates are split into four categories according to
vertex. The proton or antiproton identifies the candidate as a A}  Aj or A, flavour and the sign of Cz or C7 to calculate the
or A,. There are backgrounds from b-hadron decays to charm asymmetries defined in equations (1) and (2). The reconstruction
hadrons that are suppressed by reconstructing the appropriate efficiency for signal candidates with C7 > 0 is identical to that
two- or three-body invariant masses, and requiring them to differ with C; < 0 within the_statistica.l uncertainties of the control
from the known charm hadron masses by at least three times the sample, and likewise for C#, which indicates that the detector and
experimental resolution. For the A} — Arm™ control mode, only  the reconstruction program do not bias this measurement. This
the A}—> phth~m™ events with reconstructed ph™h™ invariant check is performed both on the A — A:r(pK‘rrJr)n:‘ data control
mass between 2.23 and 2.31 GeV/c’are retained. sample and on large samples of simulated events, using yields about
A boosted decision tree (BDT) classifier" is constructed from 30 times those found in data, which are generated with no CP
2 set of kinematic variables that discriminate between signal ~ asymmeiry. The CP asymmetry measured in the control sample
and background. The signal and background training samples  is alM(AlrT)= (0.15 £ 0.31)%, compatible with CP symmetry.
used for the BDT are derived from the A} — pK‘rr*zr‘ control  Theasymmetries A7 and A7 in the signal samples are measured with
sample, since its kinematics and topology are similar to the a simultaneous unbinned maximum likelihood fit to the invariant
decays under study; background in this sample is subtracted with ~ mass distributions of the different signal categories, and are found
the sPlot technique'', a statistical technique to disentangle signal  to be uncorrelated. Corresponding asymmetries for each of the
and background contributions. The background training sample background components are also measured in the fit; they are found
consists of candidates that lie far from the signal mass peak, between 1O be consistent with zero, and do not lead to significant sy?stixinatic
5.85 and 6.40 GeV/c?. The control modes A)— Ar(prtaT)m” uncertainties in the signal asymmetries. The values of al;** and
and A)— AT (pK” K*)m~ are used to optimize the particle al* are then calculated from A7 and A7. .
identification criteria for the signal mode with the same final state. In four-body particle decays, the CP asymmetries may vary over
For events in which multiple candidates pass all selection criteria —_—
for a given mode, one candidate is retained at random and the Ll
rest discarded. |
Unbinned extended maximum likelihood fits to the pyr‘n‘*’ng
and the pr ~ K+ K™ invariant mass distributions are shown in Fig. 2. | .
The invariant mass distribution of the A'; signal is modelled by a _;_l,_ﬁf—(
Gaussian core with power-law tails”, with the mean and the width | p
of the Gaussian determined from the fit to data. The combinatorial [
background is modelled by an exponential distribution with the rate
parameter extracted from data. All other parameters of the fit model - -
are taken from simulations except the yields. Partially reconstructed e .,,r' fast
A decays are described by an empirical function® convolved with B
a Gaussian function to account for resolution effects. The shapes Figure 3 | Definition of the & angle. The decay planes formed by the i,
of backgrounds from other b-hadron decays due to incorrectly  (blue) and the M+ (red) systemsin the AJ rest frame. The momenta
identified particles, for example, kaons identified as pions or protons  of the particles, represented by vectors, determine the two decay planes
identified as kaons, are modelled using simulated events. These ~andthe angle @ € [—, 7] (ref. 19) measures their relative orientation.
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and

calculated as the sum in quadrature of the statistical uncertainty resulting from the fit to the invariant mass distribution and the systematic uncertainties
estimated as described in the main text. The values of the x ?/ndf are quoted for the P- and CP-conserving hypotheses for each binning scheme, where ndf

indicates the number of degrees of freedom.

the phase space due to resonant contributions or their interference
effects, possibly cancelling when integrated over the whole phase
space. Therefore, the asymmetries are measured in different regions
of phase space for the AO — pr~mtm” decay using two bmnmg
schemes, defined before examining the data. Scheme A, defined in
Table 1, is designed to isolate regions of phase space according to
their dominant resonant contributions. Scheme B exploits in more
detail the interference of contributions which could be visible as a
function of the angle @ between the decay planes formed by the
pr, and the mg 7w *+ systems, as illustrated in Fig. 3. Scheme B has
ten non-overlapping bins of width /10 in |@|. For every bin in
each of the schemes, the A, efficiencies for Cz > 0 and Cy < 0 are
comp.lred and found to be equal within uncertainties, and likewise
the A efficiencies for C > 0 and C7 < 0. The analysis technique
is Vahd«ltt’:‘d on the A —> A] HpK zt)m ™ control s11nple for wbuh
the angle @ is dehned by the decay planes of the pK~ and 7 *
pairs, and on simulated signal events.

The asymmetries measmed in A = pr~xtr~ decays with
these two binning schemes are shown in Fig. 4 and reported
in Table 2, together with the integrated measurements. For each
scheme individually, the companblhty with the CP- Syﬂlll‘ltllY
hypothesis is evaluated by means ofa x? test, with x> =R"V 'R,
where R is the array of a’*' measurements and V' is the covariance
matrix, which is the sum of the statistical and systematic covariance
matrices. An average systematic uncertainty, whose evaluation is
discussed below, is assigned for all bins. The systematic uncertainties
are assumed to be fully correlated; their contribution is small
compared to the statistical uncertainties. The p-values of the CP-
symmetry hypothesis are 4.9 x 107 and 7.1 x 107" for schemes
A and B, respectively, corresponding to statistical szgmﬂcames of
2.0 and 3.4 Gaussian standard deviations (o). A similar x* test
is performed on a"* measurements with p-values for the P-
symmetry hypothesis of 5.8 X 107 (2.80') and 2.4 x 1077 (2.30),
for scheme A and B, respectively. The overall significance for
CPV in A} — pr~m¥m~ decays from the results of schemes A
and B is determined by means of a permutation test”, taking
into account correlations among the results. A sample of 40,000
pseudoexperiments is jgenerated from the data by assigning each
event a random A”/A flavour such that CP symmetry is enforced.
The sign of C5 is umlmnged ifa A candidate stays A} and reversed
if the A candidate becomes A The p-value of the CP symmetry
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hvpot hesis is determined as the fraction of pseudoexperiments with

I.nm.r than that measured in data. Applying this method to
the x* values from schemes A and B individually, the p-values
obtained agree with those from the x* test within the uncertainty
due to the limited number of pseudoexperiments. To assess a
combined significance from the two schemes, the product of the
two p-values measured in data is compared with the distribution of
the product of the p-values of the two binning schemes from the
pseudoexperiments. The fraction of pseudoexperiments whose p-
value product is smaller than that seen in data determines the overall
p-value of the combination of the two schemes®™. An overall p-value
0f 9.8 X 107! (3.30) is obtained for the CP-symmetry hypothesis,
including systematic uncertainties.

For the A} — pr~ K"K~ decays, the smaller purity and signal
yield of the .nmple do not permit PV and CPV to be probed Wlth
the same precision as for A} — pt~x*m~, and therefore only two
regions of phase space are considered. One spans 1.43 < m(pK™) <
2.00GeV/c*(bin 1) and is dominated by excited A resonances
decaying to pK and the other covers the remaining phase space,
2.00 < m(pK™) < 4.99 GGV/L (bin 2). The observables measured in
these regions are given in Table 2 and are consistent with CP and
P symmetry.

The main sources of systematic uncertainties for both px T
and pr ~K* K~ decays are experimental effects that could umoduua
biases in the measured asymmetries. This is tested by measuring the
asymmetry aT 244, integrated over phase space and in various phdSE
space regions, using the control sample A} — Af(pK™ 7 ™)z,
which is expected to exhibit negligible CPV The results are in
agreement with the CP-symmetry h} pothesis; an uncertainty of
0.31% is assigned as a systematic uncertainty for the a/;*® and
IT v integrated measurements; an uncertainty of 0.60%, the largest
asymmetry from a fit to scheme B measurements using a range of
efficiency and fit models, is assigned for the corresponding phase
space measurements. The systematic uncertainty arising from the
experimental resolution in the measurement of the triple products
Cz and C7, which could introduce a migration of events between the
bins, is estimated from simulated samples of A} — p'r’n*r{* and
A)— pr~ K"K~ decays where neither P- nor CP -violating effects
are present. The difference between the reconstructed and generated
asymmetry is taken as a systematic uncertainty due to this effect,and
is less than 0.06% in all cases. To assess the uncertainty associated
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Table 2 | Measurements of CP- and P-violating observables.

aE-odd [%]

al,-odd [%]

Ag—z»pir_rr

+

the first observation of these decay modes. Measurements of
asymmetries in the entire phase space do not show any evidence
of P or CP violation. Searches for localized P or CP violation
are performed by measuring asymmetries in different regions of
the phase space. The results are consistent with CP symmetry
for A} — pr~K*K~ decays, but evidence for CP violation at the
3.30 level is found in A} — pr~ "~ decays. No significant P
violation is found. This represents the first evidence of CP violation
in the baryon sector, and indicates an asymmetry between baryonic
matter and antimatter.

Data availability. All data shown in histograms and plots are
publicly available from HEPdata (https://hepdata.net).
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BLACK HOLE PHYSICS

A loud quasi-periodic oscillation
after a star is disrupted by a

massive black hole

Dheeraj R. Pasham', Ronald A. Remillard?, P. Chris Fragile?, Alessia Franchini®,
Nicholas C. Stone*, Giuseppe Lodato®, Jeroen Homan®7, Deepto Chakrabarty’,
Frederick K. Baganoff', James F, Steiner’, Eric R. Coughlin*, Nishanth R. Pasham®

The tidal forces close to massive black holes can rip apart stars that come too close to them.
As the resulting stellar debris spirals toward the black hole, the debris heats up and emits
x-rays. We report observations of a stable 131-second x-ray quasi-periodic oscillation from the
tidal disruption event ASASSN-14li. Assuming the black hole mass indicated by host galaxy
scaling relations, these observations imply that the periodicity originates from close to

the event horizon and that the black hole is rapidly spinning. Our fi fndlngs demonstrate that

tidal disruption events can generate quasi-periodic osculatlons that encode 'mformatlon about

the physical properties of their black holes.”

Imost all massive galaxies are tHought to
harbor a massive black hole (MBH) [with a
mass of 210* solar masses (M)] at their
centers (I), yet most of the MBHs are in-
active and do not produce any observable
electromagnetic radiation. However, once every
~10* to 10° years, a star is predicted to pass near
enough to the black hole (BH) to be disrupted by
the BH’s gravitational forces (2—). Such episodes,
known as tidal disruption events (TDEs) (5),
trigger accretion of the debris onto quiescent
BHs and provide a brief period of activity. This
creates an opportunity to measure the two prop—
erties that characterize BHs: mass and spin.
Empirical scaling laws can be used to infer BH
masses, for example, by using host galaxy proper-
ties (6), but the spins of MBHs have been difficult
to constrain. This is because the effects of spin
prechctcd by Einstein's general theory of relativity

are neghgible except in the immediate vi inity of
BHs, typically within a few gravifdnonal radii (7).
One gravitational radius is R Gx"-/[/c2 where G,
M, and c are the grawtatlonal constant, the BH
mass, and the speed of light, respectively. Mea-
suring BH spins requires observations of radia-
tion from the innermost regions of the accretion
flow, where grav.cy is strong. Theoretical models
of TDEs piedict that shortly after the disruption,
a fraction of the stellar debris settles into a hot
inner disk with peak thermal emission in the soft-
X-ray or extreme-ultraviolet (UV) range (8). Iden-
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tification of such disk-dominated or x-ray-bright
TDEs could be used to determine MBH spins.

The transient event ASASSN-141i (right ascen-
sion, 12 hours 48 min 15.23 s; declination, 17°46"
26.22"; J2000.0 equinox) was detected by the All-
Sky Automated Survey for Supernovae (ASASSN)
on 22 November 2014 (3). It exhibited most of
the properties of previously knbwn TDEs: a spa-
tial position consistent with the*host galaxy’s
center [within 16Q pc (3)]; a luminosity declining
in time with a power law index of %; (9), as
expected for a TDE (70); and a blue optical
spectrum with broad hydrogen and helium emis-
sion lines and a constant optical color, unlike
that of an ordinary supernova (3). ASASSN-141i
also produced x-rays (9) and a radio synchrotron
flare (11, 12).

The masses of central MBHs are known to
correlate with the properties of their host gal-
axies (6, 13). The velocity dispersion of stars in
the inner bulges of galaxies (6yq) is correlated
with the BH mass (M), and this correlation is
commonly referred to as the M-o,. relation
(6, 13). The total stellar mass in the bulge and
the optical luminosity of the host galaxy are
also known to correlate with the BH mass (13).
These empirical relations indicate that the BH
in ASASSN-14li has a mass in the range of 10°®
to 10™' M (3, 12, 14). This range is consistent
with the BH mass derived independently from
physical modeling of ASASSN-141i’s multiwave-
length light curves (9). The observed x-ray energy
spectrum is blackbody-like (thermal) (9, 15, 16),
with peak 0.3- to 1.0-keV luminosity of a few
times 10* erg/s (Fig. 1). The inferred size of the
thermal x-ray-emitting region (~10"? em) is only
a few gravitational radii (9) and remains roughly
constant with time (9, 15). This suggests that
x-rays from ASASSN-1+li originate from an inner
accretion flow close to the BH,

[n stellar-mass BHs, a sudden onset of ac-
cretion often excites quasi-periodic oscillations
(QPOs) in the x-ray flux (17). In instances where
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the x-ray emission is dominated by the ac-
cretion disk, observed QPO frequencies have
been used to measure the BH spins (18, 19). We
searched for a stable QPO in the soft-x-ray-band
(0.3- to 1.0-keV) observations of ASASSN-141i
by combining publicly available data from the
X-ray Multi-Mirror Mission (XMM-Newton) and
Chandra X-ray Observatory space telescopes. We
extracted the average power density spectrum
(PDS) from data taken at six epochs during the
450 days after ASASSN-14li's discovery (Fig. 1).
The combined x-ray PDS shows a feature at
7.65 + 0.4 mHz (131 s; coherence, @ = centroid
frequency/QPO’s width = 16 + 6), as shown in
Fig. 2. The highest bin in the QPO is statistically
significant at the 4.8c level (where o represents
statistical significance expressed in multiples of
standard deviation) for a search at all frequencies
(trials) below 0.5 Hz (Fig. 2A) under the white-
noise hypothesis (noise variations are indepen-
dent of the time scale). Although the data are
consistent with white noise, by assuming the
most extreme red noise allowed by the data (i.e.,
that noise scales inversely with frequency) we
derive a conservative lower limit on the statis-
tical significance (false alarm probability) of the
highest QPO bin to be 3.9¢ (or 107*) (20).

The QPO is independently detected in the
XMM-Newton and Chandra datasets with sig-
nificance of =4¢ and 2.6, respectively, for a
search including all frequencies (trials) below
0.5 Hz (20) (fig. S9). We estimated the QPO’s
fractional root-mean-squared (rms) amplitude
during the last XMM-Newton epoch to be 4 +
1% (Fig. 1) (20). Because the source was bright
and the instrument readout was not fast enough
in the first four XMM-Newton observations, the
data were piled up (20). Thus, similar measure-
ments could not be made for epochs X1 to X4.
The Chandra observation was made roughly 420
days after the discovery, by which time ASASSN-
141i’s flux had declined by =10, reducing the
pileup (20). The QPO’s fractional rms amplitude
in Chandra data was 59 + 11% (Fig. 3) (20). This
suggests that between epochs X5 and Cl1, sep-
arated by ~50 days, the fractional rms ampli-
tude of the QPO increased by at least an order
of magnitude. After establishing the QPO at
7.65 mHz, we also constructed an average x-ray
(0.3- to 1.0-keV) PDS from observations taken
by the Neil Gehrels Swift Observatory. The
strongest feature in the average Swift PDS is at
7.0 £ 0.5 mHz, consistent with the QPO detected
in the XMM-Newton and Chandra datasets
(Fig. 2B).

Plotting the Chandra data in imaging mode
shows only a single x-ray point source spatially
coincident with the galaxy LEDA 043234 (fig.
S5). This demonstrates that the QPO does not
originate from a nearby contaminating source.
The QPO is detected by three different x-ray de-
tectors, establishing that it is not an instrumental
artifact but is associated with ASASSN-141i. Movie
51 shows that the QPO signal improves gradually
as more power spectra are averaged, implying
that the QPO does not originate from a single
epoch observation but is present throughout
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at least the first 430 days of the e\.'ent. The
average Swift PDS from data acquired over
500 days, the Chandra PDS from roughly day
420, and the average NMM-Newton PDS all
show QPOs at a consistent frequency throughout
the first 450 days of the outburst. Tpis im-
plies that the QPO is stable for 3 x 10 cycles
(=450 days/131 s). Whereas the stability and
coherence of the QPO are similar to those of the
QPOs of stellar-mass BHs in a disk-dominated
state, the modulation amplitude of >50% (Fig. 3)
is higher [e.g., @nl.

An alternative scenario in which the oscilla-
tion might be a neutron star pulsation is unlikely
for multiple reasons: the large x-ray, optical-UV,
and radio photospheric sizes (3, 15, 16, 22); the
high bolometric luminosity (15, 16); and the very
soft x-ray spectrum (9, 15). In general, the multi-
wavelength properties of ASASSN-14li are sim-
ilar to those of many previously known TDEs and
unlike those of any known neutron star outburst
(see supplementary text).

Assuming ASASSN-14li's BH mass range im-
plicd from standard host galaxy scaling relations,
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Fig. 1. ASASSN-14li's long-term x-ray light curve. The data were taken with Swift [and
corrected for pileup (20)]. The dashed vertical lines represent the five epochs of XMM-Newton
observations (blue, labeled X1 to X5) and one epoch of Chandra observation (red, labeled C1).
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we compared the 7.65-mHz QPO frequency with
the five possible frequencies of motion of a test
particle orbiting a spinning BH (7, 19). The five
frequencies are determined by the BH's mass
and spin and the radial distance of the emitting
region (supplementary text). In disk-dominated
stellar-mass BHs, the inner edges of the accretion
disks extend to a constant radius, for a wide range
in accretion rates [e.g., (23)]. The natural inner
radius predicted by general relativity is the in-
nermost stable circular orbit (ISCO), which de-
pends on BH spin. Because ASASSN-141i appears
to be disk dominated, we started our frequency
comparison by using the ISCO for the radial dis-
tance (Fig. 4). Even at this closest possible loca-
tion, the only possible solutions are those with a
rapidly spinning BH. A lower limit on the BH's
dimensionless spin parameter (a* = Je/GM?,
where J is BH's angular momentum) can be cal-
culated from the BH spin-versus-mass contours
shown in Fig. 4. This corresponds to the inter-
section of the BH mass lower limit and the
fastest frequency, which at any given radius
is the Keplerian frequency. This implies that
ASASSN-141i’s spin parameter is greater than
0.7 (Fig. 4). Placing the test particle at any larger
radius would only shift this limit to higher spin
values, At any given radius, as the other four fre-
quencies (Fig. 4 and supplementary text) are below
the Keplerian value, associating the QPO with them
would again shift the spin limit to higher values.

If we ignore frequencies higher than the azi-
muthal (Keplerian) frequency (but see below),
then we can interpret Fig. 4 as showing a lower
limit on the spin [e.g., (24)] of the MBH that
caused the TDE. Alternatively, we can inter-
pret the figure as showing an upper limit of
2x106_M@ on the BH mass, for a maximum
astrophysically plausible spin of a* = 0.998
(25). The maximal spin comes from the con-
jecture that naked singularities (such as BHs with
a* > 1) are not allowed to exist in nature (26)

Fig. 2. X-ray power spectra for ASASSN-14li,
showing a QPO at 7.65 mHz. (A) The average
x-ray PDS from eight continuous 10,000-s light
curves taken with XMM-Newton and Chandra.
The frequency resolution is 0.8 mHz. The stron-
gest feature in the power spectrum lies at a
frequency of 765 + 0.4 mHz (=131 s). The
horizontal blue, magenta, and red lines represent
the 3, 4, and 5¢ white-noise statistical thresh-
olds. The data surrounding the QPO feature are
consistent with white noise (20), but we also
estimated the QPO significance under red noise,
finding that its highest bin is significant at at
least the 3.9¢ level (20). Uncertainties of *lo
are shown with gray error bars. Figure S9 shows
the XMM-Newton and Chandra data separately.
(B) Average Swift PDS from 85 continuous
1000-s light curves with a frequency resolution
of 1 mHz. The blue horizontal line shows the 3a
threshold for a single trial search at 765 mHz.
The highest peak in the power spectrum is at
70 * 0.5 mHz, consistent with the XMM-Newton
and Chandra power spectra (fig. S9).
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Fig. 3- ASASSN-14li's 0.014

folded x-ray light curve
from Chandra data. The
fold period during epoch
C1 was estimated by
aversampling the light
curve (20) to be 1346 £

0.012f-

ts™)

0ls(or743+£0006 ~~ £ 0010
mHz). The best-fitting — 3 =
sinusoidal curve (dashed 8
line) implies a fractional 2

: S 0.008
amplitude of 35 * 8%, = -
consistent (within the 5
90% confidence limits) 8

with the estimate from
the PDS (fig. $9). The
zero phase is arbitrary.
and two cycles are
shown for clarity. Uncer-
tainties of £lo are shown

0.006

0.004

A T A D L

as error bars. Figures
$10 and S11 show the
folded XMM-Newton

0.0

0.5 1.0 1.5 2.0
Phase (period=134.6 seconds)

light curves and the evolution of the QPQ's rms amplitude. respectively.

Fig. 4. BH dimensionless-spin-
parameter—versus—mass

contours. Spin-versus-mass 107
contours determined by
assuming that the 7.65-mHz QPO
is associated with any of three
particle frequencies—Keplerian
frequency (ve) (blue), vertical
epicyclic frequency (va)
(magenta). and Lense-Thirring
precession (vs — vp) (green)—at
the ISCO, where the radial
epicyclic frequency (ve) is zera
and the periastron precession
frequency (vo — Vi) is thus equal
to the Keplerian frequency

(20). The widths of these
contours reflect the QPO's width
of 0.7 mHz (upper limit). The
dashed lines show ASASSN-14ii's
BH mass range (10%® to 10™ Mg) 108
estimated from its host galaxy -1
scaling relatioms. Within this

mass range, the only formal

108
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solutions are the ones that require the BH spin parameter to be greater than 0.7

and the reality that countertorques from radia-
tion absorbed into the BH limit the growth of
a* to 0.998 (25).

It is possible that ASASSN-141i's host galaxy
and the disrupting BH do not obey the em-
pirical scaling laws (27) and that instead the
BH mass is below a value of a few times 10° Mo,
If so, then the BH could have a moderate spin,
but this would imply that the BH is an inter-
mediate-mass BH, representing a class of ob-
jects whose existence has been controversial
[e.g., see (28-30)].

The QPO has a higher dimensionless frequency
than those measured from stellar-mass BHs (I7):

Pasham et al., Science 363, 531-534 (2019)

QPO fl‘CquCﬂC’_V,’(Lﬂ/G,'\D > 0.024, where we have
used the lower limit of the estimated BH mass
range (I4). In stellar-mass BHs, the dimensionless
QPO frequencies are 20.01 (7). This implies that
the radiating material producing the QPO is
located close to the BH's event horizon and rules
out alternative models for x-ray radiation that
require an emitting region far away from the BH.
The physical mechanism that produced the QPO
remains unclear (supplementary text).

The QPO in ASASSN-14li has further differ-
ences from those arising from stellar-mass BHs.
The high-frequency QPOs (with frequencies of a

few hundred hertz) of accreting stellar-mass BHs

1 February 2019

are seen only in hard x-rays (>2 keV) (I7) and not
in disk-dominated states (21), whereas ASASSN-
14li's energy spectrum is very soft (9). The rapid
rise in the QPO’s rms amplitude is also un-
characteristic of stellar-mass BIIs. ASASSN-141i's
QPO may represent a different disk oscillation
mode from other systems, and thus it may not be
valid to compare it directly with known QPOs of
stellar-mass BHs. é

A quasi-periodicity (at =200 s) was previously
reported from the TDE SwiftJ16444.9.3+573451
(SwJ1644+57) (31). However, SwJ1644+57 is an
atypical TDE in which the entire electromagnetic
radiation was dominated by a jet directly point-
ing along our line of sight [e.g., (32)]. Radio
follow-up indicates that only a small fraction of
thermal TDEs launch collimated jets (33), and
only a small fraction of such jets would align
with our line of sight. SwJ1644+57's periodicity
had an amplitude ~Y5 that of ASASSN-1411’s and
was present only for a short duration of at mosta
few weeks after its discovery.

High-frequency x-ray QPOs originate from the
strong gravity regime in the immediate vicinity
of BHs. The stable period of the QPO in ASASSN-
141i suggests that it is tied to the physical prop-
erties (mass and spin) of the BH at the heart of
the disruption.
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Oscillating x-rays reveal black hole spin

When a star passes close to a massive black hole (MBH), it is ripped apart by the strong tidal forces. As the
resulting debris falls toward the MBH, it heats up, emitting light and x-rays in a tidal disruption event (TDE). Pasham et
al. examined x-ray observations of a TDE that occurred in 2014. The x-ray emissions varied in a quasi-periodic
oscillation every 131 seconds. The rapid rate of this oscillation could only have arisen from material orbiting close to the
MBH's event horizon, which indicates that the MBH is spinning rapidly.

Science, this issue p. 531

ARTICLE TOOLS

SUPPLEMENTARY
MATERIALS

REFERENCES

PERMISSIONS

http://science.sciencemag.org/content/363/6426/531

http://science.sciencemag.org/content/suppl/2013/01/08/science.aar7480.DC1

This article cites 73 articles, 4 of which you can access for free
http://science.sciencemag.org/content/363/6426/531#BIBL

http:/Awww.sciencemag.org/help/reprints-and-permissions

Use of this article is subject to the Terms of Service

Science (print ISSN 0036-8075; online ISSN 1085-9203) is published by the American Association for the Advancement of
Science, 1200 New York Avenue NW, Washington, DC 20005. 2017 © The Authors, some rights reserved; exclusive
licensee American Association for the Advancement of Science. No claim to original U.S. Government Works. The title
Science is a registered trademark of AAAS.

6102 ‘€2 sunr uo /Bio-Bewasusios aousiosy:dny Woly papeojumog



	allegato prima prova.pdf
	allegato prima prova2
	allegato prima prova3

